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Time is on my side….or is it? Time of day and achievement in an asynchronous 

learning environment 

 

Introduction 
 

One draw of online learning is convenience.  Students and instructors enjoy the flexibility 

offered by asynchronous online courses, which allow them to learn where and when it is 

convenient for them (Tallent-Runnels, et al., 2006). Learning Management Systems allow 

instructors to set deadlines for tests to be taken asynchronously, and thus students can take a test 

at any time of day so long as it is within the date range specified.  Students could take a test at 

noon, or at one or four o’clock in the morning if they so choose, but would this matter? Does the 

time of day (TOD) students choose to take tests affect their performance?  Previous research 

suggests that the optimal TOD for cognitive function (such as that utilized when taking academic 

tests) for young adults occurs in the afternoon and evening times (Allen, et al. 2008; May, et al. 

1993).  This research implies that college students may be more successful if they schedule 

classes and tests in the afternoon and evening time. In traditional classes all students typically 

take an exam at the same time, a time typically chosen by the instructor. But in asynchronous 

learning environments “class” and tests take place at any TOD (or night) a student might choose.  

The problem is that TOD may be a factor affecting student achievement in asynchronous 

learning environments. Could some online students be at a disadvantage simply because of when 

they choose to take a test? The purpose of this study is to determine if a relationship exists 

between TOD and achievement on assessments in an asynchronous learning environment. 

Research Questions 

1. What is the relationship between TOD and academic achievement on multiple-choice 

assessments within an asynchronous online course? 
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a. What achievement patterns can be found in the TOD students in asynchronous 

online classes choose to take tests? 

b. What is the degree of the relationship between TOD and achievement within 

those achievement patterns? 

c. Are TOD effects different depending on the level of cognitive ability being 

measured by the multiple choice test? 

Justification 

A recent survey of online educators in the United States revealed that 70.8% of academic 

leaders reported online learning is critical to their institution’s long-term educational strategy 

(Allen & Seaman, 2014).  Despite the clear emphasis on online learning in America’s higher 

education system, there is little agreement within the research as to the effectiveness of online 

education versus learning in a traditional setting (Allen, et al., 2002; Anstine & Skidmore, 2005; 

Bergstrand & Savage, 2013; Botsch & Botsch, 2012; Clark, 1983; Coates, et al., 2004; Farinella, 

2007; Lee & Choi, 2011; Nguyen, 2015; Russell, 1999).  Many researchers join 44.6% of 

academic leaders who see retention as a greater problem in online courses than in traditional 

courses (Allen & Seaman, 2014).  Forecasts indicate that online course offerings will continue to 

grow within American institutions of higher education (Allen & Seaman, 2014).  Therefore it is 

important to identify factors contributing to student success and failure when learning online so 

that educators can, when possible, learn from them and mitigate issues that might prevent student 

success.  TOD could be one factor affecting student success with online learning, and while there 

are bodies of research that could support recommendations for students on optimal TOD 

selection for learning, none of those studies specifically target online learners in asynchronous 

settings (Allen, et al., 2008; Callen, 1999; Carrell, et al., 2011).  
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This study represents a potentially important addition to existing research on TOD 

because there is little prior research on TOD effects in academic settings using academic 

measures.  Moreover, our review of the literature found no other study which investigated the 

effects of TOD on achievement in online learning environments. Many of the studies on TOD 

effect involve data gathered from participant performance on abstract cognitive tests of ability 

within a clinical setting. Viewing the demonstration of cognitive function within a clinical setting 

as a constant that is transferrable to the natural learning environment is problematic as it fails to 

consider all of the extraneous factors which cannot be controlled in that student’s natural 

environment.  While testing TOD effects in the natural environment may risk internal validity, 

when a large sample size is used, external validity is expanded because extraneous factors are a 

reality in natural learning environments; especially for students taking asynchronous online 

courses.  This study did not require participants to report to a laboratory setting but instead 

gathered data generated from students’ natural environments wherein they normally participate 

in their online courses.  Thus, findings of this study provide information on student behavior and 

performance in real-world asynchronous online settings.  In addition, the abstract tests of 

cognitive ability involved in many of the existing studies were not related to content that was 

relevant to participants. Therefore, the cognitive tests themselves call into question the validity 

of those study results.  Contrastingly, this study uses academic performance on subject matter-

related tests to investigate TOD effects.  This measure may yield results more generalizable to 

student performance in other courses and may therefore be preferable to tests of abstract 

cognitive reasoning. 

Investigating the impact of TOD on achievement in online learning environments is 

important for determining if students taking tests at certain times of day are at a disadvantage.  In 
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addition to providing valuable information to students, findings of this study also offer guidance 

to online instructors and instructional designers faced with setting deadlines and advising 

students on how to be successful when learning online.  This study is also intended as a call for 

further quantitative research into TOD effects on achievement in asynchronous settings.  Results 

may also serve as a foundation of common experiences for future qualitative research on 

individual experiences with online learning and TOD taking human and specific environmental 

issues into consideration. 

Literature 

A great deal of the literature that exists on TOD is related to aging.  These studies 

compare the effects of TOD on the cognitive abilities of young adults versus older adults 

(Anderson, et al., 1991; Borella, 2011; Bugg, et al., 2006; Colquhoun, 1971; Folkard, 1982; 

Folkard & Monk, 1979; Hasher, et al., 2002; Intons-Peterson, et al., 1998; Li, et al., 1998; 

Martin, et al., 2008; May, 1999; May, et al., 1993; May & Hasher, 1998; Yoon, et al., 2000).   

This body of literature is pertinent because of two important points that are established; younger 

adults are typically evening circadian arousal types (May 1993), and the synchrony effect; the 

idea that cognitive performance is optimal during peak circadian arousal periods (May & Hasher, 

1998).  The replicated findings that younger adults typically categorize as evening circadian 

arousal types (May, 1999) are very important to this study because they build the foundation for 

the assertions that young adults are at a disadvantage when expected to perform cognitive tasks 

at certain times of day (Allen, et al., 2008; Callan, 1999; Carrell, et al., 2011; Kirby, et al., 2011; 

Trockel, et al. 2000).  The discovery, and later replication of the synchrony effect (May & 

Hasher, 1998), is also crucial to this study because if students experience peak cognitive 

performance during their peak circadian arousal period, and college students (who are typically 
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younger adults) commonly experience peak circadian arousal during the evening hours, this 

means that students taking tests in asynchronous online courses might be at a disadvantage 

during hours other than evening hours.   

There are fewer studies measuring the effects of TOD that are not related to aging.  Some 

of this research is meant to influence school start times for high school students (Callan, 1999; 

Kirby, Maggi & D’Angiulli 2011; Kowalski & Allen, 1995; Link & Ancoli-Israel, 1995).  This 

research asserts that high school students are disadvantaged by early morning schedules due to 

the evening circadian arousal patterns exhibited by adolescents (Kirby, Maggi and D’Angiulli, 

2011). This body of research is relevant to this study because some researchers such as Carrell, et 

al. (2011), make the case that the research on high school start times can be generalized to 

college-aged students.  However, there is also research intended to inform the start time of 

college classes (Allen, et al.; Trockel, et al., 2000; Carrell, et al., 2011).  Findings from these 

studies indicate that working memory performance in college-aged students is affected by TOD 

effects, and that college students perform better on tests of fluency and processing speed in the 

afternoon and evening hours (Allen, et al. 2008).   

Another area of literature that is related to TOD and academic achievement in 

asynchronous learning environments is learner control.  Under learner control, students are given 

some degree of control with regard to pace, content, etc. (Hooper, 1992).  Under program control 

the instructional program controls the content, pace, and other aspects of instruction (Hooper, 

1992).  Giving students the option to choose the TOD they take tests in an asynchronous learning 

environment is allowing them a level of learner control.   

Although full of discrepancies and plagued by flawed research designs (Reeves, 1993), 

the research on learner control does indicate that providing some level of control to students can 
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make them feel more competent and more intrinsically interested in content (deCharms, 1968; 

Lepper, 1985). However, other research indicates that students benefited from learner control 

only when they were informed about their own particular learning progress and advised on 

appropriate strategies for achieving mastery (Tennyson & Buttrey, 1980).  The implications of 

the learner control literature is that more research is needed to clear up the discrepancies.  

Further, Schnackenberg and Sullivan (2000) note that the increasing popularity of internet-based 

instruction makes further research into learner control a necessity.  This is “because of the very 

nature of the Internet and the World Wide Web, virtually all instructional sites have some degree 

of learner control.  Therefore literal program control is not truly an option” (p. 34).  It is 

important to note that this study is not an attempt to provide a basis for imposing program 

control.  Instead, the results of this study are intended to provide guidance on TOD effects for 

students taking classes online, and for instructors and instructional designers who teach those 

classes. 

Method 

This research was performed on data which came from 84 undergraduate students taking 

an asynchronous online course, “Econ 2106:  Principles of Microeconomics” (Econ 2106) 

administered during the fall 2015 semester at a large southeastern U.S. University through a 

learning management system called D2L/Brightspace.  The average age of undergraduate 

students at this institution is 24.  The course was set up to allow students access to all of the 

content at the beginning of the semester, but with specific weeks designated for each unit of 

content.  A total of ten tests were scheduled weekly throughout the semester and administered 

through the LMS.  Students had the ability to take tests at any time of day and on any day of the 

week, providing that they took the test prior to the deadline for a given unit, which was 
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uniformly set at 10:00 PM on Friday evenings (Frost, 2015). TOD and assessment scores from 

all students taking the online course on all 10 tests given within that course were analyzed to 

determine if any achievement patterns in the times of day students took tests could be found.  

The results of the scatterplot and curve mapping from this analysis were used to split the data 

into groups based on TOD and achievement patterns.  Next, simple regressions were performed 

on each set of split data to determine the degree of relationship between scores and TOD for each 

achievement pattern. The correlations were analyzed for each set of data and compared to 

determine if a relationship existed between TOD and assessment scores.   Based on the literature 

related to TOD and young adults/college students, we expected to see a curvilinear relationship 

between test scores and TOD with higher scores for tests taken in the afternoon and early 

evening hours (Allen, et al., 2008; May, 1999).   

In addition, each test that students took for the course was analyzed to determine the level 

of cognitive skill required by each test item.  The vast majority of items were taken from two 

published test banks; the Test of Understanding of College Economics (TUCE-4) (Walstad & 

Rebeck, 2008), and the instructor’s resource folder for Principles of Microeconomics by Mateer 

and Coppock (2014).  The remaining questions were composed by the instructor.  The work of 

identifying the cognitive complexity of test items had already been accomplished for the 

questions that were taken from existing sources.  The TUCE-4 uses a modified version of 

Bloom’s taxonomy (1956) to categorize questions by cognitive complexity into three categories 

(Walstad & Rebeck, 2008).  Recognition and Understanding (RU), encompasses the lowest two 

levels within Bloom’s Taxonomy.  Explicit Application (EA) includes the next two levels within 

Bloom’s Taxonomy.  Implicit Application (IA) encompasses the highest levels of complexity.   

All test items for the TUCE-4 were assigned a numeric score based on their classification as RU 
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(1), EA (2) or IA (3).  The test bank for Principles of Microeconomics (Mateer & Coppock, 

2014) ranks the cognitive level of test questions based strictly on Bloom’s Taxonomy (1956).  

These rankings were converted to numeric rankings based on the rating criteria used by the 

TUCE-4.  In addition, complexity for the instructor-created test items were determined using the 

same modified version of Bloom’s taxonomy used for the TUCE-4 (Walstad & Rebeck, 2008), 

then converted to numeric scores.  Finally, mean complexity scores on a scale of 1-3 were 

determined for each test by analyzing the individual test item scores within each test. 

Finally, SPSS was used to perform a hierarchical multiple regression controlling for test 

complexity using the complexity scores determined for each test.  Since it can naturally be 

assumed that the complexity of any assessment would affect scores, the goal of this statistical 

test was to determine how much variance could be attributed to TOD effects after controlling for 

test complexity. 

Results 

First, it was necessary to test the linearity of the relationship between TOD and 

assessment scores.  SPSS was used to perform a linear regression curve estimation using score as 

the dependent variable and TOD as the independent variable.  The resulting scatterplot is shown 

(see Figure 1).  Note that TOD is shown based on the 24-hour clock.  The linear fit line 

represents the linear model.  The jagged line represents the observed data.   
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Figure 1.  Linear Regression Curve Estimation between Score and TOD 

 

While these lines clearly do not mirror each other, the non-linear relationship is not 

evident from the scatterplot.  However, the F-test did not produce a significant result, F (1, 678) 

= 3.572, p = .059.  This means that the linear model is a poor fit for determining the relationship 

between TOD and assessment scores for this data (see Table 1).   

 

Table 1 

 

Linear Regression Curve Estimation  

 

Group F df1 df2 Sig. 

All 3.572 1 678 .059 
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While only slightly non-linear, the relationship between TOD and assessment scores 

cannot be determined using correlation.  However, splitting the data into groups in which these 

variables do exhibit a linear relationship would make it possible to determine the degree of 

correlation.  In order to rationalize any split in the data, a locally weighted polynomial regression 

(LOESS) line was added to a scatterplot of the TOD and assessment score data, and compared 

with the linear regression line (see Figure 2). 

 

 

Figure 2.  Linear Regression versus LOESS TOD and Assessment Scores 

 

LOESS was used for this study because of the ability it affords researchers to determine 

the local variation in the data point by point, making it easier to segment that data based on local 

variation versus the global variation shown in a linear regression model (NIST, 4.1.4.4).  As 

shown in Figure 2, the LOESS line curves to intersect with the linear regression line at 7:00 

hours.  It then curves again at 11:00 hours, 16:00 hours, and 22:00 hours.  These curves in the 

LOESS line indicate the rise and fall of mean assessment scores across time. Since the goal of 

introducing the LOESS line was to split the data into groups which could exhibit a linear 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



11 
 

relationship, thus showing achievement patterns, the curves were used to split the scores based 

on the TOD tests were taken.   Therefore, the data set was split into 5 groups (see Table 2). Note 

that time periods are not equal segments because they are based on the differences between the 

LOESS line and the linear regression line instead of on hourly increments. 

 

Table 2   

 

Large Data Set Split by TOD 
 

Group TOD  

1 0.00  –  7:00 hours 

2 7:01 – 11:00 hours 

3 11:01 – 16:00 hours 

4 16:01 – 22:00 hours 

5 22:01 – 23:59 hours 
 

 

Next, SPSS was used to perform linear regression curve estimations on each set of split 

data using score as the dependent variable and TOD as the independent variable.  This test 

revealed no significant linear relationship between TOD and assessment scores for groups 1, 2, 3 

and 5 with alpha set at .05.  However, a significant linear relationship between TOD and 

assessment scores was determined for tests in this data set taken between 16:01 and 22:00 hours 

(see Table 3).   

 

Table 3 

Linear Regression Curve Estimations on Split Data 

 

Group F df1 df2 Sig. 

1 .555 1 17 .466 

2 .811 1 22 .378 
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3 .007 1 139 .932 

4 6.443 1 457 .011* 

5 .227 1 35 .637 

*Significant at α = .05 

 

Since TOD and assessment scores only had a significant linear relationship between 

16:01 and 22:00 hours, that is the only TOD that could be investigated using the Pearson r 

correlation coefficient.  This test revealed a slight negative correlation between the two variables 

with lower scores associated with later TOD (r = -.118, n = 459, p = .011).  Mean scores for tests 

taken later in this time period were significantly lower than mean scores for tests taken earlier in 

the time period.   

In order to mitigate any extraneous factors related to the tests themselves, we wanted to 

see if the complexity of tests played a role in any TOD effects that were significant.  Table 4 

shows the cognitive complexity scores on a scale of 1-3 for each test given in Econ 2106. 

 

Table 4 

Test Complexity Econ 2106 

 

Test Complexity  

Exam 1 1.46 

Exam 2 1.44 

Exam 3 1.44 

Exam 4 1.80 

Exam 5 1.20 

Exam 6 1.40 

Exam 7 1.60 

Exam 8 1.33 

Final Exam 1 1.48 

Final Exam 2 1.53 
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Since TOD effects were only significant during the TOD between 16:01 and 22:00 hours, 

scores, TOD and test complexity from that TOD only were used to perform a hierarchical 

multiple regression in order to assess the TOD effects on assessment scores, after controlling for 

the influence of test complexity.  Test complexity was entered first, explaining 1.2% of the 

variance in assessment score, F (1, 457) = 5.35, p = .021.  Next, both TOD and test complexity 

were entered into the statistical model, and were found to explain 2.5% of the variance in 

assessment score, F (2, 456) = 5.84, p = .003.  TOD was found to account for 1.3% of the total 

variance in score after controlling for test complexity, R squared change = .013, F change (1, 

456) = 6.28, p = .013.  In the final model between the hours of 16:01 and 22:00, both TOD and 

test complexity were found to have a statistically significant effect on assessment scores, with 

test complexity only recording a slightly higher beta value (beta = -.105, p = .023) than TOD 

(beta = -.116, p = .013).  Tables 5 and 6 show the results and effect size for this hierarchical 

multiple regression. 

 

Table 5 

Hierarchical Multiple Regression Scores, TOD Controlling for Test Complexity 

Model R Square F  R Square 

Change 

df1 df2 Sig. F Change 

1 .012 5.350 .012 1 457 .021 

2 .025 5.844 .013 1 456 .013 

 

 

Table 6 

Effect Size Hierarchical Multiple Regression Scores, TOD Controlling for Test Complexity 

 Beta Sig. 

Test Complexity -.105 .023 

TOD -.116 .013 
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Discussion 

This study investigated the relationship between TOD and academic achievement on 

multiple choice assessments given within an asynchronous online course.  The findings show 

that when test scores from this data set were examined over a 24-hour time period a linear 

relationship did not exist between these two variables. However, a curvilinear relationship was 

confirmed, allowing for TOD to be segmented into achievement patterns for students in this 

asynchronous class.  Through analyzing these TOD and assessment scores within these 

achievement patterns, a significant TOD effect was found for students taking tests between the 

hours of 16:01 and 22:00, F (1, 457) = 6.44, p = .011.  Although correlation does not equal 

causation, a slight negative correlation (r = -.118, n = 459, p = .011) between TOD and 

assessment scores was found within this statistically significant achievement pattern indicating 

that Econ 2106 students taking tests online between 16:01 and 22:00 hours could expect as much 

as 1.4% (R2 = .014) negative effect on their grade the later they took the test during this time 

period.   

We wanted to determine the magnitude of the TOD effect when extraneous factors 

related to the tests themselves were controlled.   It is interesting to note is that once test 

complexity for this TOD group was statistically controlled, TOD still accounted for 1.3% of the 

total variance in score between 16:01 and 22:00 hours, F change (1, 456) = 6.28, p = .013.  Thus, 

there was a significant TOD effect for students taking tests between 16:01 and 22:00 hours 

within this asynchronous online learning environment (beta = -.116, p = .013).  In addition, the 

effect size for test complexity was comparable to that of TOD.  Since the standard deviation for 

the mean (M = 73.26) of all tests taken between 16:01 and 22:00 hours was 16.90, when 

analyzed with the effect size, TOD was found to affect test scores by as much as -1.96 points.  
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Test complexity was found to affect test scores by as much as -1.77 points (beta = -.105, p = 

.023).  This means that there is not only a TOD effect found for students taking this 

asynchronous course during this time period, but that the TOD effect is comparable to any effect 

that test complexity would have on assessment scores. 

When placed into the larger context of asynchronous online learning and student 

achievement, these findings have the following implications for those teaching online courses, as 

well as those taking online courses: 

Students, instructors and instructional designers should consider TOD as a factor 

affecting achievement in asynchronous learning environments. The finding of a significant 

TOD effect for these students taking tests between 16:01 and 22:00 hours is magnified because 

of the 680 total assessment scores from 84 students used, 459 of those scores were achieved 

between 16:01 and 22:00 hours.  Whether out of necessity or preference, students in this 

asynchronous online course chose to take tests between 16:01 and 22:00 hours at a greater rate 

than in the other times of day.  If this test-taking pattern is indicative of patterns in other 

asynchronous courses, it is important to consider the role TOD may play in achievement during 

this time period.  It is also important to make students aware that TOD effects may impact their 

achievement in asynchronous courses. 

We are not advocating for program control over the TOD students take tests in 

asynchronous learning environments.  To place limits on the accessibility of online education 

would serve to limit the opportunity that online education brings to those who rely on that 

convenience.  Instead, educators need to make students aware that TOD could play a role in their 

achievement and let them decide for themselves if they want to adapt the time they take tests.  

Providing students the research findings on TOD effects would allow them to reflect on their 
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own learning and cognitive ability, and help them foster an awareness of any limitations that 

TOD may place on their individual ability to achieve success when learning online.  In this way 

learners can work to adapt their behavior and strategies to fit their own learning needs. 

The implication that TOD should be considered as a factor affecting student achievement 

in asynchronous online courses is meaningful because it represents something new in the 

research.  One gap noted in the research on TOD and academic achievement is that few studies 

research TOD effects within students’ natural learning environments.  Further, we did not find 

any research on TOD effects within asynchronous online learning environments.  The finding 

that TOD effects were statistically significant in this asynchronous online learning environment 

between the hours of 16:01 to 22:00, establishes a new area of research on TOD and best 

practices in online education.  In addition, the number of scores analyzed for the non-significant 

time segments were all lower (0:00 to 7:00, N = 19; 7:01 to 11:00, N = 24; 11:01 to 16:00, N = 

141; 22:01 to 23:49, N = 37) than the number of scores on tests taken between 16:01 and 22:00 

hours that were analyzed.  Perhaps a relationship between TOD and assessment achievement in 

asynchronous courses could be found with larger numbers analyzed for each TOD.  Now that it 

is established that TOD should be considered as a factor affecting student achievement in 

asynchronous online courses, further research is needed. 

While young adults may perform better on asynchronous assessments when taken 

during evening hours, this positive TOD effect may eventually decline the later students 

choose to take tests.  The slight negative correlation (r = -.118, n = 459, p = .011) found in this 

data between TOD and assessment scores for tests taken between 16:01 and 22:00 hours would 

indicate that the later students took tests during this time period, the lower their scores were.   

This means that advising college-aged students to take tests in the evening may not be effective 
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unless we specify what we mean by ‘evening.’  Upon examining the difference between the 

linear regression and the LOESS lines for the large data set in this study (see Figure 2), we see 

that achievement peaks at about 16:01 hours, then steadily declines until 22:00 hours.  Since this 

is the only TOD where statistical significance was found, we can only objectively discuss this 

time period.  Therefore, advising college-aged students to take tests earlier in the evening as 

opposed to later in the evening would have the best probability of ensuring success. 

We were unable to find any TOD research that tested students on a 24-hour scale.  The 

studies in the body of literature on TOD test students at specific times.  Typically morning times 

of testing were between 8 AM and 10 AM (8:00 to 10:00 hours), afternoon testing was between 

12:00 PM and 5:00 PM (12:00 to 17:00 hours), and evening testing times ranged from 5:00 PM 

to 8:00 PM (17:00 to 20:00 hours) (Allen, et al., and 2008; Anderson, et al., 1991; Bennett, et al., 

2008; Borella, 2011; Callan, 1999; May, et al., 1993; May, 1999).  For this study, examining a 

larger range of time was necessary in order to adequately study TOD effects for asynchronous 

online learners who are given much broader parameters of time to take tests in their natural 

learning environment.  While our study does not involve repeated measures testing like those by 

Anderson (1991) and Allen (2008), these findings do suggest a decline in evening performance 

beyond 20:00 hours among students taking tests later in the day.  The implication for these 

findings is specific to asynchronous online courses, because while it is possible that face-to-face 

courses could be testing as late as 22:00 hours, it is unlikely.  Further, the implication that any 

positive TOD effects may diminish by 22:00 hours is an important contribution to TOD research 

because it goes beyond the existing times tested in prior literature.  Additional research is needed 

to determine the point in time for which score decline can be expected. 
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We can naturally assume that the cognitive complexity of an assessment will affect 

achievement, however we cannot ignore that TOD could play a comparable role when tests 

are taken in an asynchronous learning environment. This is relevant to student success in 

online learning because of the comparison to test complexity.  While instructors may be able to 

advise students on optimal times to take tests, without imposing program control, the onus for 

heeding this advice is on the student.  Equating TOD impact to any effect test complexity may 

have on their achievement could serve to put this idea into perspective for students and motivate 

them to adapt their test taking time accordingly. Tennyson and Buttrey (1980) found that 

students benefit most from learner control when offered meaningful guidance.  Any TOD 

recommendations that can be made from this study are made more meaningful to students by 

placing them into perspective.   

We have found many studies that test specific cognitive competencies using abstract 

assessments, and that report TOD effects on those specific competencies.   However, we have 

not found research measuring the complexity of academic tests, which involve several cognitive 

competencies at the same time, and determining the variance in test achievement based on TOD 

and cognitive complexity.  The results of this study will allow students to place TOD effects into 

a relatable perspective, and provide online instructors advising students on TOD selection with 

an appropriate framework of comparison to motivate students to heed advice.  

Limitations 

One limitation of this study is that in addition to TOD effects, confounding variables such 

as the number of hours students study for the test, the individual abilities of each student, etc. 

could affect the scores on the tests.  To help mitigate the results of confounding variables, test 
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complexity was taken into consideration according to the variance it contributes.  One limitation 

to this is that 5 test questions did not have publisher-determined complexity levels, and were 

instead evaluated by a panel of Ph.D. students to determine complexity. While these Ph.D. 

students all had experience teaching, were familiar with Bloom’s Taxonomy and had been 

instructed on and calibrated for determining the TUCE-4 rating system, they were not necessarily 

familiar with the Economics-related content.  However, these questions represent a small 

percentage of the total test questions used throughout the 10 tests. 

Another limitation of this study is that the deadlines for completing tests were set at 

10:00 PM (22:00 hours) (Frost, 2015).  Therefore, on the last day of the availability period, the 

time span for this study only included the hours between 0:00 and 22:00. This also means that 

there were no test scores from the 22:01 to 23:59 hour achievement period that were taken on the 

day of the test deadline.  However, all tests for this course were available on the first day of the 

semester.  There were suggested weeks to take each test, with deadlines set for the end of that 

week.  Therefore theoretically, students could have taken all 10 tests during the first week of 

class, and besides the deadline days all other days during the test availability period include data 

from times spanning 0:00 to 23:59 hours.  Despite this, the 10:00 PM deadline might have been a 

factor in the significance of the achievement pattern between 16:01 to 22:00 hours.  For all tests 

given in Econ 2106, 70.4% were taken on the day of the deadline.  Of those tests that were taken 

on the day of the deadline, 19.9% were completed between 21:00 and 22:00 hours.  If the 

instructor had set the deadline later, perhaps the significant TOD would change.  In addition, this 

may indicate that other factors such as procrastination may be at play besides TOD.  Further 

quantitative and qualitative research is needed to determine how additional factors contribute to 

decreased performance on tests between 16:01 and 22:00 hours.   
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The 19.9% of scores on tests which were taken within 1 hour of the deadline may have 

also been affected by the testing environment.  These 10:00 PM deadlines fell on Friday nights 

(22:00 hours) (Frost, 2015).  This day and time may have made testing more difficult for these 

young adults.  College students who have been in classes all week tend often use weekend 

evenings to relax and celebrate the end of the week.  With no early classes to attend, they may 

celebrate into the late evening hours and early morning hours.  The sounds of celebration could 

be distracting for students who live in dorms or even for students who live off campus with 

fellow college students as roommates.  By 10:00 PM on any given Friday, weekend celebration 

would be in full swing for college students.  This confounding factor could have an effect on test 

scores for students who chose to test just before the deadline posted on the syllabus.  Further 

research would be needed to rule this confounding variable out. 

While time measurement for this study was based on a continuum, time for each day 

started at 0:00 hours and ended at 23:59 hours.  This may have created an artificial distinction 

between times, but the choice to start time and end time at these points was made because the 24-

hour clock establishes this precedent.  It would be interesting to conduct future research 

including time as a continuum using different start times and end times in order to explore the 

relationship between TOD and achievement in asynchronous learning environments.  

Specifically, we would like to determine if there is a relationship between TOD and academic 

achievement during the late night hours; perhaps between 23:00 hours and 4:00 hours.  However, 

that type of study would not be possible with the data used for this study because so few students 

took test during these times.   
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Suggestions for Future Research 

In addition to further quantitative research to confirm the generalizability and mitigate the 

limitations of these findings on TOD effects in asynchronous online courses, further quantitative, 

as well as qualitative research is needed to consider the role of procrastination in TOD selection 

and determine if maladaptive procrastination contributes to TOD effects.  While procrastination 

was not the focus of this study, quantitative evidence did reveal that a majority of the test scores 

from this course were the result of students taking the tests on the day of the deadline. This is 

objective evidence that students were putting off taking tests, but the question of whether 

students were procrastinating cannot be answered from this data alone.  We suspect a link 

between TOD effects in asynchronous online courses and the negative effects associated with 

maladaptive procrastination.  However, the results of this study cannot be linked to 

procrastination because we do not know what motivated students to choose the time they took 

tests.  Further mixed methods research is needed to replicate the quantitative results of this study 

and then explore the factors that play a role in the time students choose to take tests in 

asynchronous learning environments. 

Conclusion 

Time of Day played a small but significant role in student scores on assessments in an 

asynchronous online class.  This role was equivalent in size to that played by test-item 

complexity. As higher education institutions move toward a more data-driven approach to 

educational attainment, it is important that we identify factors that can contribute to this 

attainment.  This study seeks to begin that process by examining one of the myriad factors now 

accessible to data analytics. We intend it to be a small, but important first step in establishing a 
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catalog of meaningful elements which can be used to inform a big data analysis of best practices 

in online education. We are at the beginning of a period in which a mass customization of 

educational experience maybe possible. Each learner may have a personal learning environment 

informed by learning analytics and driven by some level of artificial intelligence. It is our hope 

that this study may be one of the building blocks to achieving that future. 

  

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



23 
 

References 
 

Aharony, N.  (2011). Library and information science students’ feedback in an online course.   

Journal of Education for Library and Information Science, 52(4), 305-319. Retrieved 

From: http://www.jstor.org/stable/41308906 

 

Allen, I. Elaine and Jeff Seaman. (2015). Grade level:  Tracking online education in the United  

States. Retrieved from:  http://www.onlinelearningsurvey.com/reports/gradelevel.pdf 

 

Allen, M., Bourhis, J., Burrell, N., and Mabry, E. (2002). Comparing student satisfaction with  

distance education to traditional classrooms in higher education: A meta-analysis. 

American Journal of Distance Education, 16(2), 83-97. 

 

Allen, P. A., Grabbe, J., McCarthy, A., Bush, A.H., and Wallace, B. (2008).  The early bird does  

not get the worm:  Time-of-day effects on college students’ basic cognitive processing.  

The American Journal of Psychology.  121(4), 551-564.  Retrieved from: 

http://www.jstor.org/stable/20445486 

 

Anderson, M.J., Petros, T.V., Beckwith, B.E., Mitchell, W.W. and Fritz, S. (1991).  Individual  

differences in the effect of time of day on long-term memory access.  The American 

Journal of Psychology.  104(2), 241-355. 

 

Anstine, J. and Skidmore, M. (2005). A small sample study of traditional and online courses with  

sample selection adjustment.  Journal of Economic Education, 36 (2), 107-127. 

 

Bennett, C. L., Petros, T.V., Johnson, M. and Ferraro, F.R. (2008).  Individual differences in the  

influence of time of day on executive functions.  The American Journal of Psychology. 

121(3), 349-361. 

 

Bergstrand, K. and Savage, S.V. (2013).  The chalkboard versus the avatar:  Comparing the  

effectiveness of online and in-class courses.  Teaching Sociology, 31(3), 294-306.  DOI:  

10.1177/0092055X13479949. 

 

Bloom, B.S., Englehart, M.B., Furst, E.J., Hill, W.H., Krathwohl, D.R. (1956). Taxonomy of  

Educational Objectives. The Classification of Educational Goals.  Handbook I Cognitive 

Domain. New York: Longmans Green. 

 

Borella, E. (2011). The influence of time of testing on interference, working memory, processing  

speed, and vocabulary:  Age differences in adulthood.  Experimental Aging Research. 37, 

76-107. 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

http://www.jstor.org/stable/41308906
http://www.onlinelearningsurvey.com/reports/gradelevel.pdf
http://www.jstor.org/stable/20445486


24 
 

 

Botsch, R.E. and Botsch, C.S. (2012).  Audiences and outcomes in online and traditional  

American Government classes revisited.  Political Science and Politics, 45(3), 493-500. 

DOI: 10.1017/S104909651200042X 

 

 

Brand-Gruwel, S. Kester, L., Kicken, W., Kirschner, P.A. (2014).  Learning ability Development  

in Flexible Learning Environments. In In J.M. Spector, M.D. Merrill, J. Elen & M.J. 

Bishop (Eds.), Handbook of Research on Educational Communications and Technology, 

4th ed., (pp. 363-372),  New York and London:  Taylor & Francis Group. 

 

Brock, T. (2010). Young adults and higher education: barriers and breakthroughs to success.  The  

Future of Children, 20(1), 109-132.  Retrieved from: 

http://www.jstor.org/stable/27795062  

 

Bugg, J. M., DeLosh, E. L., & Clegg, B. A. (2006). Physical activity moderates time-of-day  

differences in older adults’ working memory performance. Experimental Aging Research, 

32, 431–446. 

 

Calafiore, P. and Damianov, D.S. (2011).  The effect of time spent online on student  

achievement in online economics and finance courses.  The Journal of Economic 

Education, 42 (3), 209-223. DOI:  10.1080/00220485.2011.581934 

 

Callan, R.J. (1999).  Effects of matching and mismatching students’ time-of-day preferences.   

The Journal of Educational Research.  92(5), 295-299. 

 

Campbell, V.N., & Chapman, M.A. (1967).  Learner control vs. program control of instruction.   

Psychology in the Schools, 4, 121-130. 

 

Carrell, S.E., Maghakian, T. & West, J.E. (2011).  A’s for zzzz’s? The causal effect of school  

start time on the academic achievement of adolescents.  American Economic Journal:  

Economic Policy, 3(3), 62-81. 

 

Carrier, C.A., Davidson, G.V., Higson, V. & Williams, M. (1984).  Selection of options by field  

independent and dependent children in a computer-based concept lesson.  Journal of 

Computer-Based Instruction, 11(2), 49-54. 

 

Clark, R.E. (1983).  Reconsidering Research on Learning from Media.  Review of Educational  

Research, 53(4), 445-459. 

 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

http://www.jstor.org/stable/27795062


25 
 

Cleveland, W.S. (1979).  Robust locally weighted regression and smoothing scatterplots.   

Journal of the American Statistical Association, 74, 829-836. 

 

Cleveland, W.S. and Devlin, S.J. (1988).  Locally weighted regression: An approach to  

regression analysis by local fitting.  Journal of the American Statistical Association, 83, 

596-610. 

 

Coates, D., Humphreys, B., Kane, J., Vachris, M. (2004). No significant distance between face- 

to-face and online instruction: Evidence from principles of economics. Economics of 

Education Review, 23, 533–46. 

 

Coloquhoun, W. P. (1971). Circadian variations in mental efficiency. In W. P. Coloquhoun (Ed.),  

Biological rhythms and human performance (pp. 39-107). London: Academic Press. 

 

Curcio, G., Ferrara, M. & DeGennaro, L. (2006).  Sleep loss, learning capacity and academic  

performance.  Sleep Medicine Reviews, 10(5), 323-337. 

 

deCharms, R.  (1968).  Personal causation.  New York:  Academic Press. 

 

DiVesta, F.J. (1975).  Trait treatment interactions, cognitive processes, and research on  

communication media. AV Communications Review, 23, 185-196. 

 

Ertmer, P.A. & Newby, T.J. (2013).  Behaviorism, cognitivism, constructivism: Comparing  

critical features from an instructional design perspective.  Performance Improvement 

Quarterly, 26(2), 43-71.  doi: 10.1002/piq.21143  

 

Farinella, J. A. (2007). Professor and student performance in online versus traditional  

introductory Finance courses. Journal of Economics and Finance Education, 6, 40–47. 

 

Fischer, M.D., Blackwell, L.R., Garcia, A.B., & Greene, J.C. (1975).  Effects of student control  

and choice on engagement in a CAI arithmetic task in a low-income school.  Journal of 

Educational Psychology, 67, 776-783. 

 

Folkard, S. (1982). Circadian rhythms and human memory. In F. M. Brown & R. C. Graeber  

(Eds.), Rhythmic aspects of behavior (pp. 241-269). Hills-dale, NJ: Erlbaum. 

 

Folkard, S. & Monk, T. H. (1979). Time of day and processing strategy in free recall. Quarterly  

Journal of Experimental Psychology, 31, 461-475.  

 

Frost, S. (2015).  Principles of Microeconomics [Syllabus].  Atlanta, GA: Economics  

Department, Georgia State University. 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 



26 
 

Fry, J.P. (1972).  Interactive relationship between inquisitiveness and student control of  

instruction.  Journal of Educational Psychology, 63, 459-465. 

 

Georgia State University Office of Institutional Effectiveness (2013-2014).  Common Data 2013- 

2014 [Data file].  Retrieved from http://oie.gsu.edu/institutional-research/institutional-

data-2/common-data-2012-2013/ 

 

Gray, S.H. (1987).  The effect of sequence control on computer assisted learning.  Journal of  

Computer-Based Instruction, 14, 54-56. 

 

Hancock, G. R. (1994).  Cognitive complexity and the comparability of multiple-choice and  

constructed response test formats.  The Journal of Experimental Education.  62(2), 143-

157. 

 

Hannafin, M.J.  (1984). Guidelines for using locus of instructional control in the design of  

computer-assisted instruction.  Journal of Instructional Development, 7(3), 6-10. 

 

Hannafin, M. & Rieber, L. (1989). Psychological foundations of instructional design for  

emerging computer-based interactive technologies, Part II.  Educational Technology 

Research and Development, 37(2), 102-114. 

 

Hannafin, R.D., & Sullivan, H.J. (1995). Learner control in full and lean CAI programs.   

Educational Technology Research and Development, 43(1), 19-30. 

 

Hannafin, R.D., & Sullivan, H.J.  (1996). Preferences and learner control over amount of  

instruction. Journal of Educational Psychology, 88(1), 162-173. 

 

Hasher, L., Chung, C., May, C.P., and Foong, N. (2002). Age, time of testing, and proactive  

interference.  Canada Journal of Experimental Psychology, 56(3), 200-207. 

 

Hicken, S., Sullivan, H., & Klein, J. (1992).  Learner control modes and incentive variations in  

computer-delivered instruction.  Educational Technology Research and Development, 

40(4), 15-26. 

 

Hooper, S. (1992).  Cooperation learning and computer-based instruction.  Educational  

Technology Research and Development, 40(3), 21-38. 

 

Intons-Peterson, M.J., Rocchi, P., West, T., McLellan, K., and Hackney, A. (1998).  Aging,  

optimal testing times, and negative priming.  Journal of Experimental Psychology:  

Learning, Memory and Cognition.  24(2), 362-376. 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

http://oie.gsu.edu/institutional-research/institutional-data-2/common-data-2012-2013/
http://oie.gsu.edu/institutional-research/institutional-data-2/common-data-2012-2013/


27 
 

 

Kenzie, M.B., Sullivan, H.J. & Burdel, R.L. (1988).  Learner control and achievement in science  

computer assisted instruction.  Journal of Educational Psychology, 80(3), 299-303. 

 

Kenzie, M.B. & Sullivan, H.J. (1989).  Continuing motivation, learner control and CAI.   

Educational Technology Research and Development, 40(4), 15-26. 

 

Kirby, M., Maggi, S., & D’Angiulli A.  (2011). School start times and the sleep-wake cycle of  

adolescents:  A review and critical evaluation of available evidence. Educational 

Researcher, 40(2), 56-61.   

 

Kowalski, N., & Allen, R. (1995). School sleep lag is less but persists with a very late starting  

high school.  Sleep Research, 24, 124. 

 

Lee, Y. and Choi, J.  (2011).  A review of online course dropout research:  Implications for  

practice and future research.  Educational Technology Research and Development, 59(5), 

593-618.  Retrieved from: http://www.jstor.org/stable/41414962 

 

Lepper, M.R. (1985).  Microcomputers in education:  Motivational and social issues.   American  

Psychologist, 40(1), 1-18. 

 

Li, K.Z.H., Hasher, L., Jonas, D., and Rahhal, T.A. (1998).  Distractibility, circadian arousal, and  

aging:  a boundary condition?  Psychology and Aging. 13(4), 574-583. 

 

Link, S.C. & Ancoli-Israel, S. (1995).  Sleep and the teenager. Sleep Research, 24(a), 184. 

Lowyck, J. (2014). Bridging learning theories and technology-enhanced environments:  A  

critical appraisal of its history.  In J.M. Spector, M.D. Merrill, J. Elen & M.J. Bishop 

(Eds.), Handbook of Research on Educational Communications and Technology, 4th ed., 

(pp. 3-20),  New York and London:  Taylor & Francis Group. 

 

Manly, T., Lewis, G.H., Robertson, I.H., Watson, P.C., and Datta, A.K. (2002).  Coffee in the  

cornflakes:  Time-of-day as a modulator of executive response control.  

Neuropsychologia.  40(20), 1-6. 

 

Martin, B., Buffington, A. L. H., Welsh-Bohmer, K. A., & Brandt, J. (2008). Time of the day  

affects episodic memory in older adults. Aging, Neuropsychology and Cognition,15, 146–

164 

 

Mateer, D. and Coppock, L.  Principles of Microeconomics.  New York, NY:  W.W. Norton &  

Company, Inc. 

 

May, C.P. (1999).  Synchrony effects in cognition: The costs and a benefit.  Psychonomic  

Bulletin & Review.  6(1), 142-147. 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

http://www.jstor.org/stable/41414962


28 
 

 

May, C. Hasher, L., and Stoltfus, E.R. (1993).  Optimal time of day and magnitude of age  

differences in memory.  Psychological Science, 4, 326-330. 

 

May, C.P. and Hasher, L. (1998).  Synchrony effects in inhibitory control over thought and  

action.  Journal of Experimental Psychology:  Human Perception and Performance.  

24(2), 363-379. 

 

Merrill, M.D. (1975).  Learner control:  Beyond aptitude-treatment interactions.  AV  

Communications Review, 23, 217-226. 

 

Merrill, M.C. (1980).  Learner control in computer based learning.  Computers and Education, 4,  

77-95.   

 

Minium, E.W., Clarke, R.C., and Coladarci, T. (1999).  Elements of Statistical Reasoning, 2nd  

Ed.  Hoboken, NJ:  Wiley & Sons, Inc. 

 

NIST, U.S. Department of Commerce, (2013).  NIST/SEMATECH e-Handbook of Statistical  

Methods.  Retreived from http://itl.nist.gov/div898/handbook/ 

 

Nguyen, T. (2015).  The effectiveness of online learning; Beyond no significant difference and  

future horizons.  Merlot Journal of Online Teaching and Learning, 11(2), 309-320. 

 

Oosterhof, A., Conrad, R.M. and Ely, D.P. (2008).  Assessing Learning Online. Upper Saddle  

River, N.J.: Pearson. 

 

Ormrod, J.E. (2012).  Human Learning, 6th ed.  Upper Saddle River, NJ:  Pearson. 

 

Paquette, G.  (2014). Technology-based instructional design: Evolution and major trends.  In  

Spector, J.M., et al. (Eds), Handbook of Research on Educational Communications and 

Technology (pp. 661-671).  doi: 10.1007/978-1-4614-3185-5_53. 

 

Pollock, J.C., & Sullivan, H.J. (1990).  Practice mode and learner control in computer-based  

instruction.  Contemporary Educational Psychology, 15, 251-260. 

 

Reeves, T. C. (1993).  Pseudoscience in instructional technology: The case of learner control.  In  

Proceedings of Selected Research and Development Presentations at the Convention of 

the Association for Educational Communication and Technology, 15, New Orleans, LA. 

13-17. 

 

 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

http://itl.nist.gov/div898/handbook/


29 
 

Ross, S.M., & Rakow, E.A.  (1981). Learner control versus program control as adaptive  

strategies for selection of instructional support on math rules.  Journal of Educational 

Psychology, 73(5), 745-753. 

 

Russell, T. (1999). The No Significant Difference Phenomenon. Raleigh, NC: North Carolina  

State University. 

 

Schnackenberg, H. L. & Sullivan, H.J. (2000).  Learner control over full and lean computer- 

based instruction under differing ability levels. Educational Technology Research and 

Development, 48(2), 19-35.  

 

Schraw, G., Wadkins, T., Olafson, L. (2007).  Doing the things we do: A grounded theory of  

academic procrastination.  Journal of Educational Psychology,  99(1), 12-25. 

 

Schuh, K.L. & Barab, S.A. (2008).  Philosophical perspectives. In Spector, J.M., et al. (Eds),  

Handbook of Research on Educational Communications and Technology (pp. 67-82).  

New York and London:  Taylor and Francis Group. 

 

Shim, S. & Ryan, A. (2005).  Changes in self-efficacy, challenge avoidance, and intrinsic value  

in response to grades; The role of achievement goals.  The Journal of Experimental 

Education, 73(4), 333-349. 

 

Snow, R. (1980). Aptitude, learner control and adaptive instruction.  Educational Psychology,  

15,151-158. 

 

Steel, P. (2007).  The nature of procrastination:  A meta-analytic theoretical review of  

quintessential self-regulatory failure.  Psychological Bulletin, 133(1), 65-94. 

 

Steinberg, E.R. (1977).  Review of student control in computer-assisted instruction. Journal of  

Computer-Based Instruction, 3, 84-90. 

 

Tallent-Runnels, M.K., Thomas, J.A., Lan, W.Y., Cooper, S., Ahern, T.C., Shaw, S.M. and Liu,  

X. (2006).  Teaching courses online:  A review of the research.  Review of Educational 

Research, 76(1), 93-135.  Retrieved from:  http://www.jstor.org/stable/3700584 

 

Tennyson, R.D.,  & Buttrey, T. (1980).  Advisement and management strategies as design  

variables in computer-assisted instruction. Educational Communication and Technology 

Journal, 28, 169-176. 

 

Wallace, B. (1993).  Day persons, night persons, and variability in hypnotic susceptibility.   

Journal of Personality and Social Psychology, 64, 827-833. 

 

 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

http://www.jstor.org/stable/3700584


30 
 

Walstad, W. B., & Rebeck, K.. (2008). The test of understanding of college economics. The  

American Economic Review, 98(2), 547–551. Retrieved from: 

http://www.jstor.org/stable/29730079 

 

Wilson, B.G. (2004).  Designing e-learning environments for flexible activity and instruction.   

Educational Technology Research and Development, 52(4), 77-84. 

 

Wittrock, M.C. and Baker, E.L., Eds. (1991).  Testing and Cognition.  Englewood Cliffs, NJ:   

Prentice Hall. 

 

Wright, K.P., Hull, J.T., & Czeisler, C.A. (2002).  Relationship between alertness, performance  

and body temperature in humans.  American Journal of Physiology: Regulatory, 

Integrative, and Comparative Physiology, 18, 329-338. 

 

Yoon, C., May, C. P., & Hasher, L. (2000). Aging, circadian arousal patterns, and cognition. In  

D. C. Park & D. Schwarz (Eds.), Cognitive aging: A primer (pp. 151–171). Philadelphia, 

PA: Psychology Press. 

 

 

 1 
 2 
 3 
 4 
 5 
 6 
 7 
 8 
 9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 
34 
35 
36 
37 
38 
39 
40 
41 
42 
43 
44 
45 
46 
47 
48 
49 
50 
51 
52 
53 
54 
55 
56 
57 
58 
59 
60 
61 
62 
63 
64 
65 

http://www.jstor.org/stable/29730079

